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Introduction I , -—-. i I ^ - - . 

Most biological processes depend on the ability of 
molecules to bind and discriminate between one an­
other. The ability to form noncovalent complexes is 
ubiquitous in reactions among biological macromol-
ecules. This association is essential for many functions,1 

eg., catalysis, transport, or signal transduction. 
Structural information gathered over the past three 

decades has helped us understand many complexes at 
the molecular level providing a detailed description of 
the interaction between a receptor and its ligands. 
Binding can be remarkably sensitive to even small 
differences in structure. A quantitative knowledge of 
the binding process is therefore essential to understand­
ing molecular recognition. Such a quantitative knowl­
edge requires (1) a detailed understanding of the 
physical forces involved in the interaction and (2) a 
measure of the extent to which these forces contribute 
to the overall reaction procedure. 

Thermodynamics governs the basic physical prin­
ciples of molecular recognition. Therefore, the funda­
mentals processes involved in the binding of two or more 
molecules are similar to those for the folding of proteins. 
Binding, however, should be a simpler problem com­
pared to folding as a smaller number (10-30) of amino 
acids, mostly in the active site, are involved. The 
affinity of two molecules that form a noncovalent 
complex is described by the change in enthalpy and 
entropy of the system. The system consists of the 
molecules and solvent (before complex formation) and 
the complex and solvent (see Figure 1). In general, 
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F i g u r e 1. Process of general complex formation in solution. 
The "+" and "—" signs emphasize the importance of electro­
statics, accurate evaluation of which is one of the major 
hurdles to accurate binding free energy predictions. 

molecu la r assoc ia t ion d e p e n d s on ionic s t r e n g t h a n d p H 
of the solution. 

In this perspective we will review some of the recent 
at tempts at predicting binding affinities. Our primary 
focus is on noncovalent interactions between molecules; 
hence the binding of aspirin, for example, will not be 
considered. (Molecular mechanics—one of the funda­
mental tools for theoretical calculations—cannot t reat 
the formation/breaking of covalent bonds, i.e., the 
electronic structure, correctly. Hence, the binding 
energy of covalent inhibitors will be poorly represented.) 
We do not cover attempts to predict binding energies 
based on semiempirical quantum calculations in this 
perspective.2 Another aspect of ligand binding tha t we 
do not address is metal ion binding. Ion binding can 
often be important for the stability and function of a 
variety of proteins. For zinc-binding proteins, it appears 
that sequence homology is sufficient to determine the 
binding domain.3 However, different calcium-binding 
proteins reveal strikingly different folds.4 Theoretical 
calculations on ion binding are plagued by very drastic 
approximations of hydration effects. 
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Almost all of the methods reviewed here use struc­
tural information on the complex. The structure is 
known either through X-ray or NMR methods or it can 
be modeled on the computer (of course, experimentally 
determined structures are preferable). As such the 
binding prediction methods form an integral part of 
structure-based drug design protocols. Examples of 
such structure-based design include HIV-proteases for 
anti-AIDS agents, thymidylate synthase6 for anti-cancer 
agents, trypanosomal GAPDH7 for anti-parasitic agents, 
elastase8 for the treatment of emphysema, and glycogen 
phosphorylase9 for the treatment of diabetes. 

One of the first groups to work on elucidating the 
forces involved in binding was that of Jencks.10,11 Their 
primary motivation was to delineate the entropic con­
tributions to binding, namely, rotational and transla-
tional entropy losses and the loss in entropy on freezing 
bond rotations. Janin and Chotia12 also contributed to 
understanding binding and protein folding using both 
entropic contributions and surface area burial (in an 
attempt to account for the "hydrophobic forces" involved 
in the reactions). 

We begin with a brief overview of the concepts 
involved in binding, namely, the binding constant and 
free energy. Next the different contributions to binding 
free energy are described along with a set of assump­
tions that are used in their calculation. The following 
section is devoted to a brief review of the free energy 
perturbation method; this is the only method with an 
absolutely sound basis in statistical mechanics. The 
remainder of the paper introduces the recent (ap­
proximate) attempts at describing and delineating the 
components of the free energy that govern binding. 
Throughout our description we concentrate on the 
assumptions and, hence, some of the limitations of the 
methods. We conclude this perspective with a look at 
the immediate future of the prediction methods. 

Binding Affinity 
Protein-ligand interactions involve physical contact 

between the ligand and the receptor for a certain period 
of time. These contacts are specific and result in an 
attractive force. The receptor-ligand interactions are, 
in general, dependent on the concentration of the ligand, 
protein and salts in the solution. 

RL =5=̂  R + L (1) 

represents a chemical interaction. Here, R is the 
receptor, L the ligand, RL the receptor-ligand complex, 
k-i is the association rate constant for the reaction R + 
L going to RL, and k+i is the dissociation rate constant 
for the reaction RL going to R + L. 

An equilibrium constant (the dissociation equilibrium 
constant) can now be defined as 

Note that the units of K& are moles/liter, which is a 
practically useful unit. Therefore, K& is the equilibrium 
constant used for expressing binding affinity; the bind­
ing constant is usually expressed as a dissociation 
constant. When the magnitude of Ki is small, the 

Table 1. Importance of Small Differences in Binding Energy 
(kcal/mol) for Binding Constant Values at Room Temperature 

change in change in change in change in 
binding energy binding constant binding energy binding constant 

0.5 2 x 2.0 29 x 
1.0 5x 2.5 68x 
1.5 13x 3.0 158x 

tendency of RL to dissociate is small, i.e., RL tends to 
remain as a complex. 

A fundamental thermodynamic equation relates free 
energy change to changes in enthalpy and entropy, 

AG = AH - TAS (3) 

where AG is the change in free energy of a reaction, 
AH and AS are the corresponding changes in enthalpy 
and entropy, and T is the temperature of the system. 
The equilibrium constant can be related to the free 
energy change of the dissociation of RL13 as, 

AG = A G 0 - i ? T l n ^ d (4) 

Here, G is the free energy, AG is the change in free 
energy for the reaction, R is the gas constant, and T is 
the absolute temperature. AG0 is the free energy 
change associated with the reaction under standard 
conditions (all reactants and products are present at 1 
M concentration, T = 298 K, and pressure is 1 atm). At 
equilibrium we have AG = 0, therefore, 

AG0= RT In Kd (5) 

For model (ideal) systems, Ki is only a function of 
temperature, hence the name equilibrium constant. 

The following points must be kept in mind with 
respect to the above discussion: 

(1) There is something not quite right about eq 5. 
Equation 2 shows that Ki has units of moles/liter and 
eq 5 seems to assume that Ki is unitless. The apparent 
contradiction is resolved by noting that eq 5 should 
really read as 

AG0 =RT In -§• (6) 

where c" is the ratio of the activities of each chemical 
species in the standard state.14 Therefore, AG0 depends 
one0, the standard state, and so when comparing AG0 

values we should be aware of the standard states used 
in the calculations. 

(2) To be accurate, the quantities [X] (X = R, L, RL) 
in eq 2 are only equal to concentration for ideal 
solutions. In real systems, concentrations have to be 
replaced by activities. However, because of the very 
dilute solutions in which these measurements are made, 
the conditions of ideality are closely approximated, and 
hence the differences are often ignored. 

(3) The error in Ki meausrements is usually about 
10-20%, implying an error in AG° of 0.1-0.25 kcal/mol 
at room temperature (see Table 1). Experimental data 
on enthalpies and heat capacities usually have larger 
errors. 

(4) Some authors provide thermodynamic parameter 
values for association and not dissociation. This results 
in a change of sign of all the numerical values given in 
this paper. 
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(5) An important point to note is that AH is indepen­
dent while both AG and AS are dependent on the 
definition of standard state.13 

In the rest of the paper, we drop the superscript """ 
from all thermodynamic quantities, with the implicit 
understanding that they always refer to standard states. 

It is instructive to note the quantitative relationship 
between a particular change in AGbind and the corre­
sponding change in Ki (see Table 1). Notice that a 
prediction of AG with an error of 2 kcal/mol (not 
considered unreasonable in most methods) implies an 
error of about 2900% in K at room temperature! 

Measurement of Binding Affinity 

K is measured in kinetic experiments. An important 
issue to keep in mind regarding K measurements is that 
experiments that involve both the substrate and the 
inhibitor are not equilibrium measurements unless 
steady state kinetics is assumed. More direct K mea­
surements (usually called a Ki measurement) that do 
not involve competition with the substrate, however, are 
equilibrium measurements. All theoretical calculations 
strive to calculate the ensemble averaged free energy 
change. Therefore, all comparisons with experimental 
numbers should take place when the experiments are 
done in equilibrium conditions. This condition is often 
ignored, but this may not be inappropriate given the 
current limitations in the theoretical calculations and 
general difficulties with the experiments. 

The interaction of the ligand with a protein may also 
be measured in terms of the IC50 value.15 The IC50 
measures the concentration of the inhibitor required to 
reduce the binding of a ligand (or rate of reaction) by 
half. The IC50 value is, however, not very suitable for 
theoretical studies as it depends on the amount of ligand 
available to the receptor, and this makes comparisons 
between data obtained under different conditions im­
possible. The binding constants (Ki, Kd) on the other 
hand can be compared more easily. In principle, .Ki = 
Kd. Determination of binding constants require more 
data than is needed for the calculation of the IC50 value. 
As mentioned, the binding constant is usually expressed 
in terms of a dissociation constant. The Kd is defined 
as the ligand concentration at which 50% of the receptor 
sites are occupied in a one to one complex. IC50 values 
are thus not true inhibition constants. Therefore, the 
ratio of two IC50 values for two enzymes are equivalent 
to K ratios only when the assays are performed under 
the same conditions and the enzymes have the same K8 

(Michaelis constant) values. In general, quantification 
of inhibition is complicated by small values of K8, 
substrate inhibition, low values of Ki, multiple confor­
mations of the protein, and rate transients during 
assays. 

Inhibitors bind to enzymes in many ways. Binding 
may be reversible or irreversible; further, the ligand 
may bind competitively, noncompetitively, or uncom-
petitively with respect to the substrate. If the ligand 
competes with the substrate for active site binding, then 
it is competitive inhibition. If the ligand binds at a site 
other than the substrate binding site (resulting in 
conformational change in the enzyme and hence inhibi­
tion of substrate turnover), then it is noncompetitive 
inhibition. If the ligand binds to the enzyme-substrate 
complex and not to the enzyme it is called uncompetitive 

inhibition. In principle, the binding constants in all 
these processes are independent of ligand and/or sub­
strate concentration.16 So comparisons across experi­
ments can be reliably made. 

Thermodynamics of Binding 

The quantity of interest in determining binding 
constants is the free energy difference between the 
bound and the free states 

AG = Gc - Gu, (7) 

where the superscripts "c" and "u" are for complexed 
and uncomplexed, respectively. (We will use super­
scripts to designate the relevant part of the system, and 
subscripts to designate the nature of interaction.) 

The calculation of free energy of binding is not yet 
an exact science. One of the basic steps that is often 
used is the factorization of the binding free energy into 
components: 

(1) Overall loss in entropy due to association. That 
is, the loss in translational and rotational entropy 
(ligand and receptor are thought of as rigid entities). 
The changes in vibrational degrees of freedom also 
contribute. 

(2) "Hydrophobic energy", i.e., the entropy gain of 
water due to the binding of the ligand. The optimization 
of molecular interactions after a hydrocarbon has been 
removed from water has less entropic cost than the 
optimization of molecular interactions with the hydro­
carbon in water. 

(3) The entropy loss in both the enzyme and the ligand 
due to rotational constraints about single bonds on 
complex formation. 

(4) The interaction energy between ligand and pro­
tein. Crystallographically identified water molecules 
are often integral to this. A major portion of the 
interaction energy is electrostatic. One important factor 
in a quantitative evaluation of the electrostatic interac­
tion strength is the microscopic dielectric constant, 
which is almost never known. The greater the dielectric 
constant, the smaller the strength of the electrostatic 
interactions. Many approximations are made for the 
dielectric constant for the interior of the protein. 

(5) Changes in steric interaction energy on binding. 
(6) Change in conformational energy of the receptor 

and ligand upon binding. 
The role of crystallographically identified water mol­

ecules, or water molecules with a large mean residence 
time in NMR experiments,17 is often very difficult to 
interpret, but these water molecules can play an im­
portant role in determining binding affinity. For ex­
ample, it has been shown recently that noncovalent 
extensions of DNA bases by water molecules serve as 
selective recognition sites for specific protein-DNA 
interactions.18 

The basic assumption in most of the work that is 
reviewed in this article is that different contributions 
to free energy of binding can be calculated separately 
and that they are additive. For example, we could 
separate out the electrostatic and nonpolar contribu­
tions, calculate each and combine the results to obtain 
the net change in free energy. There are other ways to 
dissect the interaction energies. Researchers have 
adopted different approaches based on the importance 
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of specific contributions to binding in the particular 
system under study and due to differences in the nature 
of these interactions. 

The usual practice (following the model adopted in 
force fields) is to write the free energy of binding as an 
additive interaction of different parts. We call this the 
"master equation". We do this in the series of equations 
below by first writing it out conceptually. 

A G b i n d = ^ s o l v e n t + A G W + A G i n t + ^ m o t i o n < 8 a ) 

This accounts for the contributions due to (1) the 
solvent, (2) conformational changes in the protein and 
the ligand, (3) the specific protein-ligand interactions 
that comes from their proximity, and (4) the "motion" 
in the protein and ligand once they are proximal. 

AGsolvent = A G h y d ( 8 b ) 

AGhyd is the hydration free energy. 

A G 0 0 n J = A G ^ A G 1 (8c) 

AGr is the change in free energy of the receptor on 
complex formation, and AG1 is the same quantity for 
the ligand 

AGint = AGr_1 (8d) 

AGr_1 is the change in free energy due to specific 
(electrostatics and van der Waals) interactions between 
the ligand the receptor. 

AGmotion = AGrot + AGyr + A G ^ (8e) 

AGrot is the free energy contribution due to the freezing 
of the internal rotations of the receptor and ligand, AGt/r 
is the change in translational/rotational free energy, and 
AGvib is the change in vibrational free energy due to 
complexation. 

To reiterate, this is just one of many ways in which 
the free energy of binding can be partitioned. Care 
should be taken, however, to avoid double counting the 
contribution of certain interactions; these complications 
can arise when accounting for hydration interactions 
(see below). 

To simplify the analysis, many assumption are usu­
ally made. We will detail them below. Parenthetically, 
we note that the assumptions used in free energy 
perturbation methods are of a different kind from those 
listed below. 

(1) The first point to note is that, strictly, all the 
quantities in eq 8 should be ensemble averages as the 
complex, the free protein, and the ligand are dynamic 
entities. Flexibility of the molecules is often required 
for biological activity. However, the most common 
assumption is that ensemble averages are replaced by 
values corresponding to a single stable structure in 
evaluating the terms in eq 8. 

(2) The ligand—protein complex itself is almost always 
assumed to be a unique structure, that is, it is assumed 
that the dynamic nature of the complex will not signifi­
cantly affect binding constants. 

(3) The receptor before complexation is also assumed 
to be a unique structure, that is, AG1, and AGr-1, are 
the change in free energy on going from a single 

uncomplexed receptor conformation to a single com-
plexed receptor conformation. 

(4) The ligand is sometimes assumed to be rigid. If 
the ligand is considered flexible then both AG1 and AGhyd 
should involve conformational averages. 

(5) AGrot is usually approximated solely by entropy 
changes. In principle, enthalpy does make some con­
tribution. But, it appears that the majority of the 
rotational free energy contribution derives from the 
changes in entropy and hence enthalpic contributions 
are ignored. 

(6) AGt/r is often assumed to be a constant as it varies 
slowly with mass or moment of inertia. The entropic 
contribution to this comes from the loss of 6 degrees of 
freedom (3 translations and 3 rotations each for the 
receptor and ligand reduces to 6 degrees of freedom for 
the complex). The enthalpy loss comes mainly from the 
loss in the 3 degrees of rotational freedom. 

(7) New vibrational modes created on complex forma­
tion are either ignored or approximated in a somewhat 
ad hoc manner. 

(8) The errors and approximations in the force fields 
(CHARMM,19 AMBER,20 ECEPP21) used for estimating 
the enthalpic and entropic (through Monte Carlo/mo­
lecular dynamics simulations) contributions are ignored. 

(9) Strictly, there is a difference between enthalpy and 
energy. The additional PAV term is, however, negligible 
in solution. 

At this point, it is important to point out that the term 
"energy" is used loosely, and often imprecisely, by 
different authors at different times. Free energy is the 
total energy of the system and includes both an enthal­
pic and entropic component (see eq 3). Some experi­
ments yield the free energy of a system or a chemical 
process, while other experiments give energy or en­
thalpy. (Spectroscopic and calorimentric experiments 
are notable examples of the latter case.) Often, this 
distinction is overlooked by theoreticians. For example, 
molecular mechanics ("forcefield") calculations do not 
generally include the effects of zero-point energy, vi­
brational effects, or entropy; they should best be thought 
of as energies rather than enthalpies or free energies. 
However, the parameters that are developed for these 
forcefields are derived from fitting experimental data 
which are enthalpies or free energies! Thus the force-
field parameters implicitly account for these effects in 
some manner. 

The different terms in eq 8 arise from both enthalpy 
and entropy contributions. The AGr and AG terms are 
unfavorable for binding as, in general, the conforma­
tional enthalpy of the uncomplexed receptor and ligand 
will often be lower than that of the complex. The term, 
AGr_1 favors binding and is entirely enthalpic. The 
solvation energy (AGhyd) is usually favorable for binding 
at room temperature. The rotational constraints in the 
term AGrot, arising on binding, is unfavorable primarily 
because of the entropic cose of "freezing" the molecule 
into its bound conformation. However, there is both an 
entropic and enthalpic part to this, and some of the 
enthalpic release of heat to the surroundings can be 
taken up by new vibrational modes (AGvib) in the 
complex. AGt/r, which gives the change in translational 
and rotational free energy, is also unfavorable to bind­
ing. The vibrational contribution, AGVib, is favorable to 
binding (see below). 
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Table 2. Brief Overview of Some of the Recent Work on Predicting the Binding Free Energy 

Honig etal.50*2 

Novotny and others38,60 

Vajda et al.e2 

Williams61'65 and others64 

Horton49 

Bohm66 

Grootenhuis,78 Holloway,79 Ortiz80 

H e a d e d . 8 3 

"Master Equation" Based Methods 

total free energy change is sum of electrostatic change and hydrophobic interactions 
electrostatics obtained from solving Poisson-Boltzmann equation 
hydrophobic interactions calculated based on surface area 

fixed receptor 
fixed ligand 
surface area based hydrophobic cost 
molecular mechanics based electrostatic interaction energy (no vdW contribution) 
constant entropic conformational penalty 
constant translation/rotation penalty 
cratic entropy correction 

fixed receptor 
ensemble average of ligand conformations 
molecular mechanics interaction energy (no vdW contribution) 
conformational entropy cost based on X-ray data 
ASP-based hydration free energies 
constant T/R contribution 
no explicit vibrational contribution 

fixed receptor 
fixed ligand 
vdW interactions for hydrocarbons and intrinsic binding constants for polar groups 
entropic loss for freezing rotors—a constant 
constant for translation/rotation 
surface area based hydration free energy 
the Andrews work accounts for the terms differently from that of Williams' group 

Regression Methods 

interaction energy calculated by an extension of the Eisenberg and McLachlan 
method to separate out atoms involved in hydrogen bonding from those not 
involved 

constant rotational/translational penalty 

uses multiple linear regression to estimate the contributions of hydrogen bonding, 
ionic bonding, surface area buried, number of rotatable bonds in the ligand, and 
a constant; parameters estimated from crystal structure and experimental Ki values 

use multiple linear regression based on a molecular mechanics potential function; 
the details of the terms included and regression methods differ substantially 
among the three groups 

a similar approach to B6hm; use different set of terms for the regression, a larger 
database, and two different regression techniques 

Nonpartitioning Methods: Free Energy 
Perturbation 

Free energy perturbation (FEP) is the only method 
that, in its basic formulation, does not start by parti­
tioning the free energy of binding into different parts 
(as was done in the "master equation" above). The basic 
idea derives from the statistical mechanics, and it 
relates the free energy of a system and the ensemble 
average of an energy function that describes the system. 
There have been many excellent reviews of this method 
in the past few years (see Kollman22 and references 
therein), and so we will not go into many details. The 
method has been reasonably successful in rationalizing 
many experimental observations and in predictions for 
ligands binding to proteins23 and less often for DNA 
binding ligands.24 This is the only method that even 
attempts to deal seriously with calculating ensemble 
averages. In addition, it treats solvent molecules and 
ions explicitly. 

In principle, the problems with free-energy perturba­
tion arise from three factors: sampling difficulties, 
errors in the force field, and many "adjustable" param­
eters. 

Sampling difficulty is effectively a technical problem 
in the sense that with better algorithms and faster 
computers the major problem of keeping the system in 
equilibrium during the simulation can be achieved. A 

reasonable guess is that it will take about a decade to 
eliminate sampling difficulties in most routine prob­
lems. The force field errors (these are most likely small 
compared to sampling errors in most systems that are 
analyzed today) are more fundamental in nature and 
reflect, among other things, our inadequate understand­
ing of electrostatics in water. However, progress is 
being made on this front. One promising direction is 
the technique of using Ewald sums25'26 to calculate 
electrostatic contributions without truncation. Another 
is the attempt to incorporate polarizability through 
nonadditive potential functions.27 Another phenomenon 
that requires study is the coupling between the force 
fields of the explicit solvent and the solute.28 Torsion 
parameters and point charges account for a majority of 
the "adjustable" parameters in FEP calculations.29 Of 
the three, the sampling problem is the most important. 

Sampling problems and difficulties with parameter­
ization (of atom and bond types and atomic charges) 
make the routine use of free energy perturbation 
methods difficult. However, this is a very promising 
method with immense potential. 

Individual Terms in the "Master Equation" 
In this section we will consider each term in the 

"master equation" (eq 8) explaining the methods adopted 
to evaluate them. Table 2 summarizes the approach of 
the different groups. 
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Our discussion of the "master equation" approach 
follows eq 8. First we look at the methods adopted to 
account for the interactions of water molecules. Next 
we explore methods to account for the conformational 
contribution to binding. This has two parts: (1) con­
formational changes in the protein and (2) conforma­
tional changes in the ligand. The following section 
accounts for the interactions between the protein and 
the ligand once they are in close proximity to one 
another. Finally, we concentrate on accounting for 
molecular motion once the ligand and protein are close 
to one another. 

Estimating Solvation Contributions 

All protein-ligand interactions compete with interac­
tions with water due to the fact that both the protein 
and the ligand are solvated before complexation and 
they lose their solvation shell on complex formation. 
But, the role of water molecules has, to date, been very 
difficult to characterize accurately. The properties of 
water do not make it amenable to simple pairwise 
additive interactions.30 This has been one of the sources 
of theoretical difficulty. Both the bulk (long-range 
hydrophobic effect and dielectric shielding) and specific 
(hydrogen bonding) interactions of water are important 
in elucidating binding. This section is devoted to an 
overview of some of the attempts to relate the bulk 
properties of water with a description at the molecular 
level. 

Water will modify both the electrostatic and disper­
sion interactions that are observed in the gas phase. The 
total free energy of interaction between two molecules 
can be written as 

AGKr) = U(r) + AGs(r) (9) 

Here U(r) is the direct interaction in the absence of 
solvent and AG9W is the contribution induced by the 
solvent. 

High-level quantum mechanical (gas phase) calcula­
tions for dispersion and electrostatics forces are reason­
ably accurate with errors probably in the range of 
5-25%. However, for theoretical calculations on the 
influence of water, there are disagreements even in the 
sign of the effect. The effects of approximations are 
most egregious in estimating solvation contributions. 

(i) Interpreting the Results of Transfer Experi­
ments. Almost all of the experimental knowledge of 
solvation is obtained by the so-called "transfer experi­
ments" where changes in free energy, enthalpy, entropy, 
and heat capacity is measured on transferring com­
pounds from organic liquids to water (experiments have 
also been done with vacuum to water transfer and solid 
phase to water). There is a large literature in this area; 
e.g., see Fauchere & Pliska.31 Interestingly, over 30 
different scales (based on different model systems) are 
well correlated,32 suggesting that all of them capture 
similar information. Another method to evaluate the 
hydrophobic contributions to the stability of proteins is 
by introducing conservative point mutations which 
replace large hydrophobic side chain by smaller ones. 
The difference in stability can be related to free energy 
change. Interestingly, extraction of atomic solvation 
parameters (see below) from these methods yield num­
bers twice as large as those from octanol/water transfer 
experiments. Attempts to resolve the discrepancy have 

not been very successful (see Lee33 and references 
therein). One reason for the discrepancy may be that 
octanol is not a good model for protein interiors. 

There are difficulties in interpreting these experi­
ments. For example, the amino acid analog or small 
organic molecule is assumed to have the same confor­
mation in the two phases, and there is dispute over 
whether or not (and if so, how?) to account for the 
entropy of mixing (also known as the Gibbs paradox). 
This controversy involves the extraction of solvation 
energies from transfer experiments: see Sharp et al.3i 

and Chan and Dill35 for details. 
There are many different methods that have been 

adopted to account for solvation free energies. For a 
recent review of some of the ways solvation is modeled 
see Smith and Pettitt36 and references therein. We will 
outline what we consider to be the most promising of 
these. 

(ii) Surface Area Based Calculations. It has been 
observed empirically that in any association process 
there appears to be a corresponding large positive 
change in ACP (the change in heat capacity). Both ACP 

and ASsoiv (the change in entropy of hydration) can be 
described within experimental error by changes in 
water-accessible surface area. The relationships usually 
take two forms. The first37 (see eq 15 in the appendix) 
relates the entropy from the hydrophobic effect to the 
nonpolar surface area buried. It says that the complex 
is stabilized by a constant amount of 0.03 kcal/mol for 
every square angstrom of nonpolar area that is buried. 
A second (see eq 16 in the appendix) variant simply 
relates the hydration free energy to contact surface are 
on binding.38 

One of the confusing aspects of using surface area 
based methods is that it is not always clear in the 
published papers which buried surface area is being 
measured: (1) just the protein, (2) just the ligand, or 
(3) both the ligand the protein. From our "master 
equation" point of view, we are interested in the surface 
area buried in both. 

(iii) Atomic Solvation Parameters (ASPs). The 
ASP method is a refinement of the surface area based 
method described above. Here, AGhyd = ILiOiAt, where 
Ot are the atomic solvation parameters for different 
types of atoms (five for the Eisenberg and McLachlan 
model;39 seven for the Ooi et al.i0 model) and A, is the 
averaged solvent exposed surface area for each type of 
atom. The same formulation is also used by Stouten et 
al.il and Kang et al.42 where instead of accessible 
surface areas atomic occupanices (volume) are used. It 
is not clear which of these methods is better. The 
volume methods seem to have an edge in terms of the 
speed of calculations as it has been shown that it is 
possible to store the appropriate values on a grid.43 The 
Oi s are calculated from experimental transfer energies, 
either from octanol to water or vapor to water. This 
method of calculating AGhyd includes both enthalpic and 
entropic contributions as the least squares fit adopted 
to obtain averaged values of CT, are obtained from 
experimental free energy data. Complications in incor­
porating this data into binding prediction schemes can 
arise, as some of the a; calculations assume that there 
is no conformational change upon transfer. 

The original paper by Eisenberg and McLachlan39 was 
parameterized such that it could not be used in conjunc-
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tion with a molecular mechanics potential function. 
However, Ooi et a/.40 generated parameters that could 
be used in conjunction with a molecular mechanics 
(MM) potential function (data from water/vapor transfer 
experiments were used). In addition, fewer assumptions 
were made by Ooi et al. especially with respect to 
conformational changes due to the transfer. Wesson 
and Eisenberg,44 in later work, also generated param­
eters that could be used with an MM potential function. 

One can make two major objections to ASP-based 
methods. The first is that, in general, polar (or charged) 
groups in the interior of the protein would have different 
hydration energies compared to groups on or close to 
the surface.45 The second is that hydration free energy 
of a group depends both on the hydration shell and the 
entire interface between protein and water.46 The 
physical meaning of the numerical values obtained from 
the regression for each atom type is ambiguous. An­
other problem with the ASP parameters is that they 
may not compliment the molecular mechanics force field 
parameters. For details on both these points, see 
Schiffer et al.*1 More fundamentally, the validity of 
partitioning of solvation free energy into atomic contri­
butions cannot be rigorously justified from a statistical 
mechanics perspective.48 

It is important to point out an attempt by Horton and 
Lewis49 to predict binding. They used two criteria: (1) 
surface area term from Eisenberg and McLachlan and 
(2) loss of entropy on complex formation to fit experi­
mental free energy of association of 15 protein com­
plexes. Recognizing that the surface area terms for 
polar atoms should have different contributions, de­
pending on whether or not they take part in hydrogen 
bonding or ionic interactions, they assign two additional 
parameters to the fitting procedure to account for this 
difference. The entropy loss was also an adjustable 
parameter in the regression. Excellent agreement 
(within a couple of kcal/mol) was obtained. Note, 
however, that a double fitting procedure (one by Eisen­
berg and McLachlan and the other by the authors) may 
not be as reliable as a single one. 

(iv) An Approximate Treatment of Electrostatics 
in Water. Still et al. adopt the so-called generalized 
Born model (the GB/SA model). Here the electrostatic 
contribution to hydration free energy is modeled by the 
standard Coulombic interaction in addition to a polar­
ization term of the two-charge system 

AG61 = AGcoul + AGpol (10) 

The details can be found in eqs 17 and 18 in the 
appendix. This is an approximate continuum model (see 
the next item) formulation and avoids repeated solution 
of the Poisson equation. Next, a fitting procedure is 
adopted to determine the adjustable parameter in eq 
18 so as to approximate the total hydration energy of 
two atoms in any molecule. It appears that this fitting 
procedure yields more accurate results for polar mol­
ecules compared to ionic molecules. In order to repro­
duce hydration energies of simple hydrocarbons, Still 
et al. introduced another term proportional to the 
surface area, AGcav = olAi (with a constant of propor­
tionality, a, independent of the atom type). The AGcav 
term is added to the AGei term to obtain the total 
contribution of the hydration effect. They refer to AGcav 
as the free energy of cavity formation, which, strictly 

speaking, should be positive and increases with solute 
size and does not include the dispersion interactions 
between the solute and water. However, Still et al. use 
it to represent the total hydration free energy of transfer 
of nonpolar solutes from gas phase to water. 

(v) Continuum Model for Electrostatics in Wa­
ter. A very substantial effort has been mounted to 
understand electrostatics in water over the past decade. 
The Honig group50 has been one of the pioneers in this 
area (the program DELPHI is a contribution from this 
group). This is an important field as proteins are polar 
and an adequate understanding of inter- and intramo­
lecular interactions require models that correctly reflect 
electrostatics. Most of the recent work focuses on 
continuum descriptions of solvent or protein-solvent 
systems and uses the boundary element method (BEM) 
or finite difference method (FDM). In a continuum 
description, water molecules are not treated explicitly; 
instead the emphasis is on a realistic treatment of the 
protein- or ligand-solvent boundary. 

Most BEM applications solve the Poisson equation, 
and FDM approaches solve the linearized Poisson-
Boltzmann (PB) equation. Absolute values of electro­
static energies are very hard to determine with these 
methods due to the approximations required to make 
the numerical methods tractable. One of the major 
problems with both these methods for calculating sol­
vation energies is the errors induced because of the 
finite size of the grid; the grid points at which polariza­
tion charges are calculated may be at incorrect distances 
from the respective charged atom. The approach of the 
Honig group to binding free energy is to calculate the 
molecular mechanics potential function and two terms 
for solvation free energy (one from electrostatics and one 
nonpolar). (To our knowledge, no explicit binding free 
energy calculations have been reported in the literature 
by this group.) Their strength is the fairly reliable 
calculation of the electrostatics part of the free energy 
in the presence of ions and allowing for two dielectric 
constants (for different atomic polarizability) using the 
PB approach. However, the PB approach may not 
predict the electrostatic contribution to the difference 
in solvation free energy to better than 2 kcal/mol.51 The 
nonpolar interactions involve a comparatively crude 
calculation using an empirical surface area based term; 
this has, however, been improved recently. In recent 
work,52 they have extended their approach to obtain 
reasonably accurate values of hydration free energies 
of small organic molecules and amino acid side chains. 
As observed earlier, the polar contribution (electrostat­
ics) to hydration free energy is obtained using finite 
difference solution to the Poisson equation. These 
results are added to the nonpolar solvation contribution 
which is obtained based on surface areas and experi­
mental transfer (vacuum to water) data on hydrocar­
bons. One important reason for the reported success 
comes from the use of specifically optimized values for 
both the atomic radii and charge parameters for each 
atom. In this sense, this is also a regression type 
approach. A nice feature of this approach is that it is 
capable of dealing approximately with both polarization 
of functional groups and the ions present in the solvent. 

(vi) Bound Waters in Hydration Free Energy 
Calculations. As mentioned previously, the role of 
bound water molecules can be quite important in 
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elucidating binding free energies. This is very difficult 
to evaluate. Recently, from experimental data on 
anhydrous and hydrated inorganic salts, Dunitz53 esti­
mated the entropic cost of a strongly bound water 
molecule to be roughly 2 kcal/mol at 300 K. This 
number has been disputed by Bryan54 who showed that 
much larger increases (up to 6 kcal/mol at 300 K) are 
also possible. He also suggests that both the entropy 
of the protein and water can decrease. In our opinion, 
this contribution will be the hardest to calculate theo­
retically, compared to all the other contributions to 
binding free energy. The reason is that distinctions 
between strongly bound and not-so-strongly bound 
water molecules are extremely difficult even in experi­
ments. 

Contributions from Conformational Changes 

In this part we review the methods adopted to account 
for contributions from changes in conformation of the 
protein and ligand due to their interactions. 

(i) Influence of Changes in Protein Conforma­
tion (AGr1"). In many complexes, the conformation of 
the receptor does not change much from the uncom-
plexed structure. In others, e.g., HIV protease, the 
situation is different and the protein goes through a 
large change in its conformation on inhibitor binding. 

The process of conformational change of the protein 
on binding involves the burial of hydrophobic surfaces 
(desolvation) which enhances binding and a change in 
entropy due to conformational changes (both backbone 
and side chain) which discourages binding. The enthal-
pic contribution to this can be obtained by changes in 
energy from the molecular mechanics potential function. 
The basic form of a molecular mechanics potential 
function is 

E = ^bond + Wangle + "^torsion + -^Vd W + ^Coulombic d * ) 

The desolvation effects are modeled in two different 
ways, either using the atomic solvation parameters, 
ASPs, or by treating this contribution as purely entropic 
(ASsoiv, the hydrophobic entropy) and estimating it from 
the change in heat capacity. 

Many empirical observations about protein structure 
can be used in evaluating conformational changes of the 
protein. For example, certain residues have preferences 
for different conformational states (a-helix, /8-sheet, etc.). 
However, there is controversy over the reasons for this. 
Four factors have generally been ascribed as the domi­
nant physical reason for the observed preferences: (1) 
conformational entropy,55-56 (2) steric factors,57 (3) hy­
drophobic effects,58 and (4) electrostatics.59 Knowing 
which of these factors is most important in a given 
system would simplify modeling the conformational 
changes upon binding. 

(ii) Influence of Changes in Ligand Conforma­
tion (AG1). If it is assumed that a single conformation 
dominates the free ligand (note that we have already 
assumed that the bound conformation of the ligand is 
unique and structural fluctuations of the bound ligand 
contribute negligible amounts to the free energy of 
binding), then the change in the self-energy of the ligand 
can be calculated in a fashion parallel to that of the 
receptor, as described in the previous section.60'61 

However, in general, it is incorrect to assume that the 
free ligand has a single dominant conformation in 

solution. Therefore, ensemble averages (which are 
relatively easier to calculate here than for the receptor) 
become important for calculating the internal energy 
change, the backbone entropy change, and the hydro­
phobic transfer free energy change.62 

Statistical mechanics provides a recipe for calculating 
ensemble averages through the partition function (see 
eq 19). A rigorous evaluation of the partition function 
is almost impossible in a system of reasonable size. 
However, the average in eq 19 can be approximated by 
sampling a large enough number of conformations of 
the ligand. If a molecular mechanics potential function 
is used with explicit waters, then the enthalpic contri­
bution, AB1, to AG1 can be evaluated. The solvation 
contribution can also be accounted for using these 
conformations, that is, the AGLd (hydration free en­
ergy of the ligand) part of AGhyd (see eq 8). IfASPs are 
used to account for the solvation contribution, then we 
have to remember that they are based on the assump­
tion that the conformation of the amino acid residues 
does not change in the transfer experiments used to 
derive them. Therefore, an additional entropic term for 
the torsional freezing, TAS, is also present. These 
entropies are evaluated using the microscopic definition 
of entropy 

S=R%Pj]npj (12) 
j 

where R is the gas constant andp ; is the probability for 
conformation,/' and hence X7̂ 7 = 1. The estimation of 
entropies can, again, be based on extensive simulation 
data or may be based on experimentally observed 
distributions with the probabilities being calculated for 
each fragment of the ligand.60,62'63 Such entropy calcu­
lations are approximate due to difficulties in determin­
ing Pj. 

Calculating Interaction Energies 

The AGr_1 term in eq 8 represents the interaction 
energy. This is purely an enthalpic contribution, so 
AG's are being replaced by AE's. Therefore, ABcr_1, the 
interaction energy in the complex is Ee'T~l - E{>T - E**1 

where Ec,r-i is the total energy of of the complex, E{<r is 
the energy of the free protein, and E^ the energy of the 
free ligand. 

There are two major contributions to the interaction 
energy: electrostatics and van der Waals interactions. 
The simplest way to calculate electrostatic interactions 
is to use Coulomb's law with atom-centered point 
charges. This is the standard molecular mechanics 
approach. There are also charge-dipole and dipole-
dipole interactions, which are weaker individually, but 
are larger in number. In general, complex formation 
can also be accompanied by charge redistribution. Such 
charge redistribution results in a net attractive force. 
It is called polarization if it takes place within the ligand 
or the receptor, and it is called charge transfer if takes 
place between the ligand and the receptor. Almost all 
calculations based on molecular mechanics potential 
functions, however, are restricted only to charge—charge 
interactions. The interactions between nonpolar mol­
ecules are parameterized as van der Waal's interactions. 
This is a balance between attractive dispersion forces 
and short-range repulsion. 
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What is the Dielectric Constant? An important 
issue in treating electrostatic interactions is the answer 
to the question, "what is the dielectric constant, e, in 
the active site?" Many answers to this question have 
been proposed, ranging from a constant value (e = 1 for 
vacuum and e = 78 for bulk water) to a value propor­
tional to the distance between the atoms (a "distance 
dependent" dielectric, e = r) and more complicated 
functional forms. The interaction energies can change 
quite drastically as a result of changes in the dielectric 
constant. Different researchers use different values for 
mostly arbitrary reasons. There is neither a theoreti­
cally sound nor an experimentally compelling reason to 
prefer one value of dielectric constant over another. On 
the experimental front, gas phase, solution phase, and 
solid phase data may be used to justify different 
dielectrics. Most of the theoretical work has been done 
in improving the calculation of the electrostatic contri­
bution, including the desolvation effect. Interestingly, 
the question of the form of the dielectric function has 
turned out to be important in our docking studies. For 
example, it is almost impossible to regenerate the 
docked conformation of methotrexate bound to DHFR 
(dihydrofolate reductase) if we use e = 4r. However, 
on using e = r, it is relatively easy to find low energy 
conformations close to the crystal structure. (The 
AMBER molecular mechanics force field has been used 
for these studies. Note, however, that docking studies 
are not necessarily a good guide for developing algo­
rithms to predict K\. For example, it is possible to obtain 
the correct binding orientations without including the 
crystallographically observed water molecules.) An­
other complication arises from the differences in the 
details of the different molecular mechanics potential 
energy functions. For example, the potential function 
may describe hydrogen bonds as purely electrostatic, or 
there may be an additional geometric term. 

What is the Contribution of a Functional Group? 
Some of the published work replaces the electrostatic 
contribution to AGr_1 by ZtAGi, where AG, is the 
so-called "intrinsic (or apparent) binding energy"10 of the 
f'th functional group in the ligand. Andrews et al.64 have 
calculated the average binding energies of 10 functional 
groups (CO2", OH, CO, sp2 C, halogens, etc.) from 200 
drugs and enzyme inhibitors. They assumed that all 
of the translational and rotational degrees of freedom 
of the ligand were lost completely on binding. This lead 
to the assignment of unusually large values of intrinsic 
binding affinity to the functional groups unlike in the 
work of Williams' groups (see below). Usually, AGi 
contains all the interactions between polar groups with 
the assumption that these values are transferable to any 
ligand interacting with any receptor (perhaps with the 
restriction of similar environment and solvent). The 
major motivation for this approach is to be able to 
answer the following question: "What is the change in 
binding energy if a particular functional group has been 
added to the ligand?" 

Experimentally, the intrinsic binding energy for a 
functional group is obtained by comparing the binding 
energies for pairs of compounds which differ only in the 
functional group with the added assumption (or knowl­
edge) that the two compounds bind similarly. For 
details, see Williams et al.61 The van der Waals 
contribution is calculated separately following the mo­

lecular mechanics framework. Another feature of this 
approach is the implicit accounting of the enthalpic 
contribution when estimating the contribution from 
desolvation effects. Therefore, care should be main­
tained to calculate only the entropic contributions to 
desolvation effects. The Williams' group has been very 
active in the field of binding energy prediction methods 
using the notion of intrinsic binding energy of functional 
groups (see Searle et al.65 and references therein). They 
have also contributed to the elucidation of the entropic 
costs due to the translational, rotational, and confor­
mational constraints. One of the peculiarities of at­
tributing free energies to specific functional groups is 
that the specific values depend strongly on whether 
vibrational contributions on complex formation (see 
below) are assigned to functional groups or are treated 
along with the loss of translational, rotational entropies. 
It is not clear why an explicit accounting of AGvib has 
not been performed to address this redundancy. One 
nice feature of their work (that is not found often in 
other work) is that they attempt to assess the influence 
of error in one contribution on the calculation of other 
contributions. Another important conclusion of the 
work by Williams' group is that the loss of entropy on 
binding is significantly smaller than that estimated by 
Page (i.e., significant vibrational entropy remains in the 
complex; see the discussion of AGvib below). 

Some workers60'62 assume that protein-ligand, pro­
tein-solvent, and ligand-solvent interfaces are well 
packed and hence neglect any changes in the van der 
Waals interaction energy. Others assume that van der 
Waals interactions are better in a complex and therefore 
explicitly include them. Incorporation of vdW interac­
tions depend on exactly how the other quantities are 
accounted for, e.g., Williams et al.61 only take into 
consideration the nonpolar-nonpolar interactions as the 
well-packed polar-polar interactions are assumed to be 
accounted for in the AGi calculations. 

Crystallographic Waters. Explicit accounting as 
part of the protein of crystallographically well-defined 
water molecules can turn out to be very important for 
certain systems, e.g., the "flap-water" in HIV protease. 
The presence of the water molecules should also be 
accounted for in the calculation of desolvation penalties, 
but the difference in this case may not be too significant. 
The role of the individual water molecules could turn 
out to be important in drug design when functional 
groups are modified which could lead to either the 
creation or removal of cavities large enough to accom­
modate water. 

Accounting for Molecular Motion 

This section considers the methods adopted to incor­
porate the effects of molecular motion. The approxima­
tions involved are underscored by the fact that in a 
number of methods the contributions are constant for 
a given ligand. Accounting for torsional constraints (due 
to binding) is covered first, and the following subsection 
covers translational, rotational, and vibrational contri­
butions. 

Torsional Constraints on Binding, AGTOt. The 
formation of a complex is associated with the freezing 
of the internal rotations of both the protein and the 
ligand. Hence there is a cost to free energy. This is 
mainly due to the adverse entropic change, although 
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there is some contribution due to enthalpy (changes in 
kinetic energy). This effect is usually incorporated 
using a constant60-62 '66 value per dihedral angle that is 
frozen. Different constant values have been used. One 
approach to evaluate the loss of conformational entropy 
of immobilized side chains is to consider that there are 
three equal states (i.e., three equienergetic states: trans 
and ± gauche) per rotatable bond, therefore 

RASrot = - R T In 3 (13) 

from eq 12 or 14. This leads to a value of approximately 
0.7 kcal/mol. Usually, the rotations of terminal CH3 and 
NH2 groups are not considered. 

A third method, developed for treating peptides, but 
generally applicable, is to approximate the entropy of 
the free state using 

j 

where Py is probability of side chain i to be in state j . 
Note that this is similar to eq 12. These have been 
estimated using observed frequencies of side chain 
conformations by (1) Pickett and Sternberg,67 (2) Stern­
berg and Chickos63 whose also attempt to estimate the 
errors involved in their calculations. Creamer and 
Rose55 have also built a consistently calibrated confor­
mational entropy scale using Monte-Carlo simulations. 
This conformational entropy scale is consistent with 
that of the hydrophobicity scale used in ASP formula­
tions, in that the desolvation effects of binding are 
incorporated separately from the conformational effects. 
These calculations, as is true for all accounts of solvation 
contribution, has its own controversies; see, for example, 
the conclusions in Sternberg and Chickos.63 

Krystek et al.60 argue that using eq 13 would be an 
underestimate of the real loss in entropy based on the 
argument that restricting one torsional angle would also 
restrict some others. However, from the analysis of 
Pickett and Sternberg,67 one finds a range of values for 
the effective number of equienergetic states for amino 
acid side chains. Interestingly, it turns out that Krystek 
et al.60 value is in fact an overestimate. This points out 
the difficulties with qualitative arguments. One im­
portant and useful lesson that points out the difficulties 
in Kt prediction schemes can be found in the Pickett and 
Sternberg67 data. Errors generated in estimating AGrot 
by using the Krystek et al.60 approach can be as large 
as 1.5 kcal/mol. But, overall, the Krystek et al. results 
are quite good. One possible reason for this is the 
enthalpy-entropy compensation phenomenon. 

Translation, Rotation, and Vibrational Contri­
bution. The fundamental reason for treating all three 
contributions together is that often the translational and 
rotational degrees of freedom of the ligand and enzyme 
in the unbound state get mixed into the many vibra­
tional states of the complex. However, we continue with 
our additive assumption. An extreme example of ligand 
mobility in complex is exemplified by some very inter­
esting experimental results on the binding of thiocam-
phor and other ligands to cytochrome P-450CAM- Raag 
and Poulos68 show that the lack of hydrogen bonds and 
complimentary vdW interactions leads to higher mobil­
ity of the ligand in the complex, the evidence being 
provided by the higher temperature factors in the 

crystal structures as compared to camphor complex and 
the larger number of hydroxylation sites. 

When two molecules bind, there is a loss of 3 rota­
tional and 3 translational degrees of freedom. There is 
an enthalpic and entropic contribution to this free 
energy loss. The enthalpic contribution can be reason­
ably expected to be about ZRT (RT/2 for each degree of 
freedom). This is usually assumed to be a constant 
value independent of the size of the ligand. The entropic 
contribution, however, is not simple to evaluate ac­
curately. It appears that an overall contribution be­
tween 7 and 11 kcal/mol is agreed upon irrespective of 
the ligand.10,61'65 The exact value of this contribution 
is, however, only important for absolute values of the 
free energy. This contribution would cancel out when 
comparing different ligands binding to the same recep­
tor. 

It is relatively simple to calculate rotational and 
translational free energies for small molecules, and 
immensely difficult for larger ones. See, for example, 
Hill69 who has given expressions for translational, 
rotational, and vibrational entropies in the gas phase. 
It is believed to be a reasonable approximation to use 
gas phase equations to study solution behavior.10'70-71 

(1) Upon complex formation, parts of the translational 
and rotational freedom appears as new normal modes, 
namely six new internal vibrational modes. In addition 
to these six new modes, there can also be a change in 
the vibrational density of states (the frequency of the 
vibrational normal modes are altered). It has also been 
suggested that the complex has lower frequency modes 
compared to the uncomplexed protein.10 A general 
principle that could be kept in mind is that looser 
complexes have larger vibrational entropy compared to 
tighter ones. 

(2) Finkelstein and Janin70 evaluate that about half 
of the loss in translational and rotational entropy is 
compensated for by new vibrational modes upon binding 
of BPTI. This results in a net loss of approximately 15 
kcal/mol. However, this number appears to be quite 
large when protein-cleaving experiments are taken into 
account.72 It has been shown that proteins can be 
cleaved at one or two sites without loss of stability. So 
if the Finkelstein and Janin estimate of the loss of 
translational and rotational entropy is correct, what 
compensates for the loss of 15-30 kcal/mol in entropy? 

(3) Conformational entropy: Karplus and Kushick73 

found that both dihedral angle and bond angle varia­
tions contribute significantly to the entropy of proteins. 
However, see the detailed criticism of their methods by 
Edholm and Berendsen.74 

(4) The vibrational entropy should be treated quan­
tum mechanically, whereas the translational and rota­
tional contributions can be treated semiclassically. The 
vibrational contribution can be obtained by calculating 
the normal modes of the protein before and after 
complexation (assuming the anharmonic components 
cancel). However, this approach completely neglects 
protein motion. Vibrational contribution to binding is, 
to a very good approximation, independent of the size 
of the ligand. This is now the case for the solvation 
effects considered above. Therefore, for small ligands 
which have small solvation contribution, accurate evalu­
ation of the vibrational entropy would be important in 
accessing binding free energies. 
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In an early attempt, Page and Jencks10 derived 
unfavorable TAS contribution at room temperature in 
solution to be 12-17 kcal/mol (if one of the components 
is about 100-1000 mass units). This value comes from 
reducing the 12 degrees of freedom (rotations and 
translations before association) to 6. This number has 
held up even in recent work with minor modifications.61 

The loss of the 3 rotational degrees of freedom also 
results in an enthalpy loss of about 1 kcal/mol. The 
translational degrees of freedom do not contribute to 
enthalpy as the average translational kinetic energy of 
a molecule is 3RT/2 irrespective of whether it is in a 
gas, liquid, or solid phase. The reason is that on going 
from the gas to the liquid phase the molecule's motion 
gets restricted to a narrower region of space. 

Regression Approaches: Old and New 

In the previous section we discussed approaches based 
on the "master equation". Here we discuss a very 
different method: methods that average out the con­
tributions from many complexes. The simplest of these 
procedures have some value from an applications point 
of view due to their computational efficiency. 

2D and 3D QSAR. One of the oldest methods that 
attempts to rationalize the binding of different mol­
ecules to a receptor is quantitative structure-activity 
relationships (QSAR). The- basic idea is to build a 
regression model for the biological activity of a number 
of related compounds based on physical and chemical 
properties of the ligands. Many different properties 
have been used to build regression models.75 In order 
to incorporate the three-dimensional nature of the 
binding process the notion of building regression models 
based on the spatial properties of the ligands (eg., 
electrostatics) has been introduced. There is now a 
large body of research on 3D QSAR methods.76 

3D QSAR can be quite powerful and useful. However, 
there are two major reasons why a regression model in 
3D QSAR can be misleading: 

(1) The binding mode of a given ligand is not known, 
a priori. This effectively has to be guessed either by 
aligning similar ligands based on their properties or 
aligning them based on the receptor interactions that 
are present (if it is known). Obviously, the regression 
will be more predictive if the alignment is done on the 
basis of the properties of the receptor binding site. 

(2) The problem is underdetermined, i.e., there are a 
much larger number of possible regressions compared 
to the ligands. This implies that standard regression 
methodology will yield incorrect results and some kind 
of biased regression method has to be used, the most 
common one being partial least squares (PLS). (The 
term "biased" is used here in a strict statistical sense 
and not is not meant in the literal sense of the word.) 
Usually, many equivalent models can be built using the 
regression approach. A method that has been recently 
developed that combines these different models77 to 
build a higher level model could be useful to enhance 
predictive power. 

Predictions Based on Molecular Mechanics En­
ergy. Recently, there have been attempts to generate 
QSAR-type regression equations based on a molecular 
mechanics energy function78-80 yielding reasonable 
results. These methods ignore (1) the influence of the 
solvent almost completely and (2) the influence of 

difference between bound and unbound conformations 
of the ligands to different degrees. These procedures 
assume that the bound conformation of the ligand and 
protein are known or can at least be well approximated. 
There are fundamental limits to this approach which 
arise from the neglect of entropic penalties and solvation 
contributions. Therefore, the success of these methods 
depend on the ability to carefully define the set of 
ligands on which predictions will be applied, which in 
turn is difficult to accomplish a priori. An interesting 
conclusion (stated without any details) in the Holloway 
et al.79 work is that "attempts to incorporate these 
[flexibility of ligand and receptor, solvation effects] 
effects into a prediction model have been thus far 
unsuccessful in improving observed correlation". In any 
event, it appears that the purely molecular mechanics 
based approaches may be useful in a congeneric series. 

Empirical Functions Approach. Recently, 
Bohm,66 in an interesting and ambitious attempt adopted 
a simple linear regression approach to describe binding. 
A set of independent parameters (similar to the "master-
equation" parameters) were used in conjunction with 
known (or modeled) crystal structures of about 45 
protein-ligand complexes to obtain a linear equation. 
The free energy of binding was written as the sum of 
terms including a constant representing overall rota­
tional and translational loss, a sum over all hydrogen 
bonds formed, a sum over all ionic interactions, the loss 
of lipophilic surface area on binding, and the number 
of torsions that are frozen. Linear regression yields the 
strength of the contribution of each term in the above 
equation. A plausible set of parameters was obtained, 
eg., a translational/rotational contribution of about 1.2 
kcal/mol, a hydrogen bond interaction strength of -1.12 
kcal/mol. The equation obtained also seems to have 
reasonable predictive ability in the examples considered. 

This is of course a simplistic method and will have 
very obvious limitations in light of the above discussion. 
For example, in our experience and Bohm's (personal 
communication), the strength of contributions of differ­
ent terms in the equation is highly dependent on the 
complexes included in building the regression. The 
method seems to perform well on predicting the change 
in free energy due to changes in surface area burial and, 
not surprisingly, not perform well due to changes in 
hydrogen bonds. The contribution to binding (or stabil­
ity) due to the formation of a hydrogen bond seems to 
depend highly on the environment in which the hydro­
gen bond is formed and values ranging from 2 to 10 kcal/ 
mol have been obtained (see Dill81 for details on the 
difficulty of estimating this number). In addition the 
contribution towards a hydrogen bond in the Bohm 
scheme depends on the details of the radial and angular 
interactions and will therefore be very dependent on 
how the hydrogens are added to donor atoms. Bohm 
also treats bonds to metal atoms as hydrogen bonds. 
Interestingly, recent work by Weber et al.S2 attempts 
to explain the binding in streptavidin (an outlier in 
Bohm's analysis) by the number of crystallographic 
waters displaced. 

Recently, Head et al.83 in an analogous procedure 
have examined 61 protein-ligand complexes using 
partial least squares regression and neural network 
regression (they do not report any results using stan­
dard multiple linear regression procedure). They stud-
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ied predictions on three independent sets of protein-
ligand complexes and obtained mixed results. Their 
procedure uses 12 independent parameters including (1) 
the molecular mechanics energy, (2) solvent effects 
through log P calculations, (3) two surface area terms 
further subdivided into lipophilic, hydrophilic, polar, 
and nonpolar parts, (4) the number of rotatable bonds, 
and (5) the change in intramolecular ligand energy on 
going from a single unbound conformation to a single 
bound conformation. It would appear that different 
statistical procedures for eliminating unimportant vari­
ables would lead to different equations with similar 
predictive behavior. However, this analysis was not 
performed. Overall, both the neural network and the 
PLS method yield similar results. An interesting 
conclusion of this work is that the correlation between 
the electrostatic energy and binding was very weak in 
the regression equation. This is in contrast to work 
described earlier which has found good correlation 
between the electrostatic energy and binding affinity. 

Future Aspects 

All theories and rules are necessary for rationalizing 
and interpreting data, both for theorists and experi­
mentalists. These theories and rules (however ap­
proximate) are needed also for designing new and potent 
inhibitors as all experiments cannot be done or in cases 
where direct experimental measurements are difficult. 

Most contributions to protein-ligand interactions are 
electrostatic in nature.30 Major nonelectrostatic con­
tributions arise from chemical bonds, short-range repul­
sion from the Pauli principle, and partially entropic 
forces due to differences in number of substates. The 
least well understood, theoretically or experimentally, 
is solvation effects. A nice illustration of some of the 
contradictory conclusions that can be reached using 
different experimental setups is given in table 1 of 
Connelly84 where different model systems used to mimic 
protein folding or protein-ligand binding predict opposite 
signs for contributions from same interaction (AC, AH", 
AS, and AG). 

We mentioned in the Introduction that ligand binding 
should be a simpler problem to understand than protein 
folding. There is usually a large exchange of ideas 
between the two communities. It is, therefore, useful 
to study some of the newer approaches in protein 
folding. One of these is the method of Sippl25 that starts 
by constructing a potential function based on crystal 
structures. The basic aim is to guarantee that the 
minimum of that potential function is the crystal 
structure. It is known that this is not true for molecular 
mechanics potential energy functions. As this approach 
involves extensive averaging to determine the prob­
ability distribution of different configurations (and 
depends critically on such averaging for its success), it 
will become more attractive as the number of X-ray- or 
NMR-determined structures of complexes increases. 

One of the first attempts to understand the thermo­
dynamics of protein-ligand and protein—protein inter­
action was by Janin and Chotia.12 They used two 
criteria: (1) surface area buried on complexation and 
(2) loss of rotational—translational entropy. They ob­
tained reasonable results. However, Finkelstein and 
Janin70 noted that the earlier calculations neglected the 
effect of vibrational entropy (as large as 15 kcal/mol) 

and hence would significantly change the original 
results. This example, to our mind, exemplifies the 
difficulties that have plagued attempts at predicting free 
energy of binding. 

In all of the analysis presented above, it has been 
implicitly assumed that free energy can be broken up 
into components meaningfully. Critiques of this posi­
tion are also available in the literature; see Mark and 
van Gunsteran86 whose position is that free energy is a 
state function but the components of the free energy are 
not state functions and Janin87 who provides an over­
view of some of the questions that are (1) usually 
assumed to be significant but are not and (2) important 
to keep in mind while predicting free energies of 
binding. We agree with both Mark and van Gunsteran 
and Janin. However, we believe that there is some 
utility in the attempts to understand free energies as 
described in this perspective based on three basic 
arguments. First, as stated above, even approximate 
rules may be useful for gaining a crude understanding. 
Second, it is hard to ignore the successes of some of the 
empirical schemes that we have described. Third (a 
point unrelated to theoretical arguments), it provides a 
reasonable rationale for choosing which compound to 
make next within a drug design program. 

We would like to point out that "back-of-the-envelope" 
calculations of binding affinity are not necessarily very 
predictive when hydrogen bonds and salt bridges are 
involved in the binding process. For example, it is often 
believed that binding affinity increases about an order 
of magnitude per hydrogen bond. The glycogen phos-
phorylase-glucose complex9 shows that, despite many 
hydrogen bonds to the protein, the ligand exhibits only 
a very weak binding. The primary reason for this is 
that desolvation costs can entirely compensate for 
hydrogen bonds. These desolvation penalties, as we 
have seen, depend on the microscopic environment of 
the hydrogen bonding groups. 

Another point that should be kept in mind is that the 
regression based approaches described do not account 
for the fact that unpaired buried polar groups in the 
protein ligand interface are strongly adverse to binding. 
There is some correlation (empirically observed) be­
tween the number of hydrogen bonds formed and the 
Kjj similarly there is some correlation between K, and 
the lipophilic surface area buried. Neither correlations 
is perfect as seen in the results of Horton and Lewis49 

and Bbhm.66 It is possible, for example, that certain 
lipophilic groups on ligands stabilize the bound confor­
mation of the ligand in solution even though the 
lipophilic area buried does not change. 

An approach that is often used to improve binding is 
specific rigidification of the ligand. Ku et al.88 provide 
an example of the successful design of a potent non-
peptide fibrinogen receptor antagonist by analogy to a 
low-activity constrained peptide. On the other hand, 
the work by Weber et al.85 provides a counterexample. 
They found that, for synthetic azobenzene ligands of 
streptavidin, ligand flexibility in the bound state con­
tributes to the overall binding. 

We have described the controversies involved in both 
the theoretical calculations and experimental interpre­
tations of data. This is especially true with respect to 
the role of water. The question that becomes im­
mediately apparent is: what are the reasons for the 
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published successes? These are not immediately ap­
parent. It is clear that the methods work under certain 
conditions, e.g., when there is a large amount of 
fortuitous cancellations among the contributions that 
are neglected. This could be related to the enthalpy/ 
entropy compensation in aqueous solutions which lets 
us predict the total free energy even though the com­
ponents can not be predicted reliably.90 In other words, 
increasing the enthalpic contribution to binding would 
require very specific positioning of functional groups 
which in turn would increase the entropic cost for 
binding. Under these conditions incorrect predictions 
of components of the free energy of binding may not lead 
to large inaccuracies in the prediction of binding free 
energies. 

The basic conclusions from our analysis are as follows: 
(1) Rule-of-thumb methods do not always work well 

for hydrogen bonding. They are better for lipophilic 
interactions. 

(2) Straightforward forcefield methods are too sim­
plistic except for congeneric series. 

(3) The free energy perturbation method holds great 
promise if the convergence problems are solved. 

(4) Solvation effects are still not well understood, (i) 
It constitutes the largest source of error in predictions. 
(ii) It has bulk effects on the environment, conforma­
tional preferences, etc. (iii) Specific water-mediated 
hydrogen bonds are hard to quantify, (iv) Addition of 
explicit waters really slows down calculations. 

(5) Ligand flexibility is essential. It allows for esti­
mating (i) entropy of binding (how many conformations 
are likely) and (ii) strain energy on binding. 

(6) Protein flexibility is important, though it is often 
neglected. It is computationally intensive, but allows 
for estimating the consequences of (i) major conforma­
tional changes and (ii) many side chain motions. 

(7) The vibrational states of the complex and unbound 
protein and ligand are different in general. Accounting 
for these differences is not easy. 

In our estimation there are three steps that will be 
important in the immediate future to enhance our 
understanding of the different prediction algorithms: 

(1) Reporting of prediction errors (even if they can 
only be assesed crudely) along with the predictions 
themselves. 

(2) Setting up a database of ligand-receptor com­
plexes chosen to emphasize differences in (i) magnitude 
of Ki and (ii) major contributions to binding can be used 
to analyze and compare the performance of all the 
available prediction algorithms. This will involve set­
ting up a database that has both flexible and rigid 
ligands, ligands that differ in one or more hydrogen or 
ionic bonding possibilities, and ligands that have dif­
ferent amounts of polar and nonpolar surface area 
buried. A series of complexes that span a range of 
functionally and structurally different proteins will also 
be needed. 

(3) Finally, only a limited number of microcalorimetric 
measurements that measure both enthalpy and entropy 
changes exist. More data along these lines will surely 
enhance theoretical studies as, given a protein, different 
ligand can bind through either enthalpically or entropi-
cally driven processes; an example is biotin binding to 
streptavidin is enthalpy driven whereas azobenzene 
ligands binding to streptavidin is entropy driven.82-88 

Appendix 

Surface Area Based Equations in Estimating 
Solvation Contributions. 

ASsolv = 0.32AAnp lnCT/386) (15) 

where AAnp is the nonpolar surface area buried in A2, 
T is in Kelvin, and entropy is in cal K - 1 mol"1. 

AGhyd = 25Acontact (in calories) (16) 

Generalized Born Model Equations in Estimat­
ing Solvation Contributions. 

AGcoul = 1 6 6 X — d 7 ) 

where qt is the charge on atom i and ry is the distance 
between atoms i and./ and the units are kcal/mol. 

AGpol = -166(1 - 1 / S 0 ) X X l ^ <18> 

where ftj = Ty for i * j and /J/ = a* for i = j , qt is the 
charge on atom i, and ry is the distance between atoms 
i and,/, a, is the radius of atom /, and the units are kcal/ 
mol. 

Ensemble Average Calculation in "Contribu­
tions from Conformational Changes". 

where Z is the partition function65 and the subscript i 
is for an individual conformation. 
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